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Big Data is one of the most hyped, 
and most confusing, terms in 
technology jargon. We know this to 
be true because Big Data tells us so.  
According to The Global Language 
Monitor,1  “Big Data” has edged out 
such classics as “The Cloud” and 

“The Next Big Thing” as the most 
confusing tech buzzword of the 
decade. But even after we peel away 
the hype, it is clear that Big Data 
is changing our society—how we 
research, analyze, plan, think, make 
policy, form relationships, and shop. 
This article offers some observations 
about Big Data to help lawyers 
understand its scope, its implications 
for business, and the legal issues that 
come with it.

Big Data involves drawing data from 
a potentially wide variety of data 
sets that, historically, were never 
intended to be combined. Big Data 
applies analytical tools and processes 
to those data sets to see if meaningful 
correlations and relationships exist. 
Value is created when actionable 
insights are drawn from the analysis. 
The data sets may be drawn from 
separate systems within a single 
enterprise, for example, customer 
relationship management (CRM) and 
enterprise resource planning (ERP) 
systems or from external systems and 
data sources, for example, market 

analytics firms, geospatial records, 
government records, and weather 
systems. 

Without a doubt, many enterprises 
were “doing” Big Data long before the 
term became worthy of capitalization, 
but several factors have brought 
the practice into the mainstream, 
including key enablers of cheap 
and massively scalable computing 
power and an exponentially growing 
ecosystem of networked (and 
therefore potentially accessible) data. 
Most importantly:

• Technologies have evolved to allow 
massively scalable data storage 
and data mining at an affordable 
cost. Until recently large scale data 
mining using older generations 
of technology simply was 
unaffordable for many users.

• The emergence of the “Internet of 
things”—networked devices that 
capture, store and transmit data in 
real time, such as mobile phones, 
networked computing equipment, 
industrial sensors, and a myriad 
of other sensors that are being 
deployed in our communities 
to monitor everything from 
traffic and weather to energy 
consumption. The Internet of 
things has created a vast new 
source of data that, individually, 
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may have little worth. But in very 
large quantities that data may 
reveal patterns of behavior or 
other characteristics of significant 
commercial or societal value.

• The emergence of online social 
media and new sources of 
information about individual 
preferences, “likes,” habits, and 
social networks.

• The rapid emergence of Internet-
based applications and software-
as-a-service solutions to perform 
data analytics without crippling 
up-front investments.

The legal issues associated with such 
a broad set of technologies and potential 
applications are just beginning to 
be explored. Following are eight 
observations to help lawyers frame 
the issues and manage the risks.

Regulations Are Continually 
Evolving and Vary by Sector and 
Geography 
Data privacy and consumer 
protection laws may apply to Big Data 
projects depending on the type of 
data involved, where it is collected, 
and how it is used. Because Big Data 
draws on a potentially wide range 
of data sources, more than one set 
of regulations may well apply to 
the data that is collected. This article 
focuses only on the European Union 
and the United States, but companies 
collecting or storing Big Data globally 
must consider that Canada, Australia, 
and most other countries now have their 
own data protection and/or privacy 
regulations. 

Current Regulations
In the European Union, there is 
a well-established, broad-based 
EU Data Protection Directive to 

govern processing of personal data.2  
“Personal data” in this context means 
all information about an identified 
or identifiable natural person (a 
data subject).3  “Processing” means 
any operation or set of operations 
that is performed on personal data.4  
Among other things, the EU Directive 
requires entities that process personal 
information (data controllers) to 
comply with principles5  that restrict 
how data is used and protect certain 
rights of the data subjects. Data 
controllers are required to have a 
specific purpose for the data and 
to comply with the scope of that 
purpose. They must maintain the 
accuracy of the data collected, must 
destroy data when its purpose is over, 
must give data subjects access to the 
data collected and disclose who it 
is shared with, and must keep data 
secure from unlawful processing.

In addition to the EU Data Protection 
Directive, there is the E-Privacy 
Directive enacted in the European 
Union in 2002 to further protect 
data processing across public 
communications networks6  and 
the “Cookie Directive” enacted in 
2009 that requires service providers 
to meet higher security standards 
when processing data and to notify 
both data protection authorities and 
individuals when the security of the 
data they are processing is breached.7  

In contrast to the broad-based 
approach taken in Europe, regulation 
in the United States tends to focus 
on specific industry sectors and 
geographies: 

• 46 States in the United States (plus 
Puerto Rico and Guam) currently 
have laws requiring companies to 
notify consumers if their personal data 
is improperly accessed or disclosed. 

• Massachusetts has taken state 
regulation one step further 
by requiring companies to 
require third-party partners 
to contractually commit to 
implement and maintain 
security measures when their 
services access personal data.8  
Similar regulations are under 
consideration in California and 
other states likely will follow suit 
in the near future.

• At the federal level there are 
numerous statues that regulate 
specific categories and uses of data. 
For example, the Health Insurance 
Portability and Accountability 
Act (HIPAA)9  and the Health 
Information Technology for 
Economic and Clinical Health 
Act (HITECH)10  regulate 
protected health information of 
individuals; Fair Credit Reporting 
Act (FCRA)11  and Fair and 
Accurate Credit Transactions 
Act (FACTA) are designed to 
promote the accuracy, fairness, 
and privacy of information in 
the files of consumer reporting 
agencies, and to regulate the use 
and dissemination of consumer 
reports; COPPA12  is designed to 
protect the privacy of children 
under 13 on the Internet; and 
the Gramm-Leach-Bliley Act13  
requires financial institutions—
companies that offer consumers 
financial products or services such 
as loans, financial or investment 
advice, or insurance—to explain 
their information-sharing 
practices to their customers and to 
safeguard sensitive data.

In addition to laws and governmental 
regulations, companies in some 
industries must follow standards 
adopted in those industries in order 
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to conduct business. For example, 
companies that want to accept credit 
cards will be required to adopt certain 
data protection measures to comply 
with the Payment Card Industry Data 
Security Standard imposed by the 
card networks. 

Regulatory Trends
The data privacy and consumer 
protection regulations affecting 
Big Data will evolve as lawmakers 
struggle to strike the right balance 
between individual privacy rights and 
the commercial and societal benefits 
that can be derived from Big Data 
techniques. 

The US sectorial approach to 
regulation may trigger a backlash 
from companies and consumers 
as established data categories 
break down. For example, HIPAA/
HITECH focuses on the health 
sector because, traditionally, that 
is where the personal health 
information has been created and 
stored  among doctors, hospitals, 
insurers, and their service providers. 
Consequently, those laws regulate the 
use of personal health information 
obtained by healthcare providers in 
the course of providing healthcare 
services. Big Data has created an 
entirely new category of “medically 
inflected data”—information (such as 
online searches, GPS, and shopping 
data) about a person that is derived 
outside the health sector but which 
can be used to make health-related 
predictions and potentially profile 
individuals. In one famous example, 
a major US retailer identified 
potentially pregnant women from 
their online browsing habits and sent 
them targeted advertising. HIPAA/
HITECH does not regulate this 
activity.14  It is possible that regulators 
may seek to expand the scope of 

sectorial regulations in an effort to 
plug these gaps.

Examples of regulators and policy 
makers seeking to update consumer 
protections can be seen at all levels 
of government.

The European Commission is 
currently working on a General 
Data Protection Regulation to 
address challenges arising from new 
technology,  the dramatic increase in 
the quantity and availability of Big 
Data and inconsistencies in the way 
in which the EU Data Protection 
Directive has been implemented 
and enforced across the EU Member 
States.15  Among other things, the 
regulation would 

• Extend to new types of data, for 
example, genetic data and online 
identifiers such as email addresses, 
IP addresses, and cookie 
identifiers; 

• Require data controllers to obtain 
explicit consent for a specific 
purpose (implied consent would 
no longer be valid); 

• Establish a “right to be forgotten” 
by enhancing an individual’s right 
to have his personal data erased; 
and 

• Require data controllers to 
implement transparent and 
easily accessible data processing 
policies.16  

The White House recently published 
a Consumer Privacy Bill of Rights that 
incorporates many of the principles 
already adopted in the European 
Union including rights for consumers 
to control how their data is used, 
rights to access and correct data, and 

rights to limit the data that companies 
retain.17  Although not binding on 
companies today, the Consumer 
Privacy Bill of Rights is intended to 
provide a framework for lawmakers, 
industry groups, companies, and 
others to consider as they make policy 
relating to Big Data in the future. 

The Federal Trade Commission (FTC) 
also has published a framework to 
inform policymakers and encourage 
industry to self-regulate in 
accordance with three guidelines: 

1. Companies should build privacy 
and security protection into new 
products (often referred to as 
Privacy by Design); 

2. Privacy policies should be written 
in plain language that consumers 
can understand; and 

3. Companies should provide 
greater transparency regarding 
data collection, use and 
retention.18  

Specifically the framework 
recommends the development of “do 
not track” mechanisms that provide 
consumers with control over how 
their information is collected and 
used. Although there is no consensus 
on “do not track” at the national level 
among policymakers and industry, it 
continues to gain traction.19 

Since 2003 California law has 
required operators of Web sites 
and online services to make clear 
disclosures about the personally 
identifiable information they collect. 
Effective January 1, 2014, the law 
will require additional disclosures 
about (1) how the operators respond 
to Web browser “do not track” and 
similar mechanisms designed to give 
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consumers control over how their 
data is collected and used; and (2) 
whether other parties may collect 
information about a consumer’s 
online activities over time and across 
different Web sites when they use an 
operator’s Web site or online service.20  
Although state laws do not apply 
nationally, when passed by a large 
state like California they often have 
the practical effect of ratcheting up 
the disclosure and consumer choice 
requirements for all large companies 
in the United States. 

Not to be left out, the US Congress 
is getting in on the action as well. 
In October 2012, a bi-partisan 
Congressional Privacy Caucus sent 
inquiry letters to credit reporting 
agencies and data brokers, including 
Experian, Equifax, Acxiom, Epsilon, 
and Intelius, requesting information 
about how they collect, analyze, and 
then sell consumer information. The 
letters reflect a concern by legislators 
about the lack of transparency and 
potential harm that may result from 
these companies collecting, mining, 
and selling vast amounts of personal, 
medical, and financial data about 
consumers. 

Perhaps in response to the 
Congressional inquiries mentioned 
above, some companies in the 
United States appear to be trying 
to stay ahead of the curve by 
providing consumers with additional 
transparency and choice about how 
their data is collected. For example, 
data broker Acxiom Corporation 
recently launched aboutthedata.
com, a Web site that gives consumers 
the opportunity to see some of the 
data collected and profiles created 
about them.

Existing Regulations Will Continue 

to Be Applied in New Ways
Although none of the existing laws 
summarized above were designed 
specifically with Big Data in mind, 
many are written broadly enough 
to apply in new ways to companies 
that use Big Data techniques, both as 
service providers and as users. For 
example, in recent remarks, FTC 
Commissioner Julie Brill expressed 
concern about how companies may 
now combine data from multiple 
sources and replace traditional 
credit reports as the basis for making 
determinations about a consumer’s 
credit or suitability for an insurance 
policy or mortgage.21   For example, a 
life insurer might use data about a 
consumer’s consumption patterns 
to evaluate the consumer’s health or 
predict life expectancy; a potential 
employer might purchase geolocation 
data to vet potential employees; or a 
bank might use credit card spending 
data to create consumer profiles that 
determine the terms of a mortgage.22  
The Commissioner highlighted the 
need to ensure that the strict rules 
under the FCRA governing the use 
of traditional credit reports for these 
purposes are applied to Big Data 
techniques that are used for similar 
purposes.23  

The FTC’s willingness to act in 
this context is apparent from an 
enforcement action it brought 
against Spokeo, Inc.24  In 2012, the 
FTC ordered Spokeo (a data broker 
that compiles and sells information 
about consumers) to pay $800,000 to 
settle FTC charges that it marketed 
information to companies in the 
human resources, background 
screening, and recruiting industries 
without taking steps to protect 
consumers as required under the 
FCRA. According to the FTC, Spokeo 
collects personal information about 

consumers from hundreds of online 
and offline data sources, including 
social networks. It merges the data 
to create detailed personal profiles25  
of consumers. The FTC alleged 
that in doing so Spokeo operated as 
a consumer reporting agency and 
violated the FCRA by: 

1. Failing to make sure that the 
information it sold would be 
used only for legally permissible 
purposes; 

2. Failing to ensure the information 
was accurate; and 

3. Failing to tell users of its 
consumer reports about Spokeo’s 
obligations under the FCRA, 
including the obligation to notify 
consumers if the data user takes 
an adverse action against the 
consumer based on information 
contained in the consumer report. 

The FTC noted that this was the 
first FTC case to address the sale of 
Internet and social media data in the 
employment screening context. 

New Uses for Data Will Test the 
Privacy Promises Made When the 
Data Was Captured 
Data scientists search continuously 
for correlations, relationships, and 
actionable insights. This may involve 
drawing data from unexpected 
sources and combining it in ways that 
were never contemplated when the 
data was collected. As a result, it is 
increasingly common for companies 
to collect data that far exceeds their 
immediate needs with the hope that 
they can put it to productive use in the 
future. 

This raises obvious issues in European 
countries where data controllers must 
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collect personal data for specified, 
explicit, and legitimate purposes; not 
use it in a way that is incompatible 
with those purposes; and then destroy 
it when it is no longer necessary 
for the purposes for which it was 
collected. 

It also can create challenges for 
companies in the United States. 
Although US regulations generally 
are less restrictive than European 
regulations, most laws require 
companies to notify individuals in 
privacy policies about the data they 
collect and to then comply with those 
policies. Companies that violate this 
obligation may face enforcement 
action from the FTC.26  A recent high 
profile example of this is Google, Inc.’s 
agreement to pay a $22.5 million civil 
penalty to settle FTC charges that it 
misrepresented to users of Apple Inc.’s 
Safari Internet browser that it would 
not place tracking “cookies” or serve 
targeted ads to those users, violating 
an earlier privacy settlement between 
the company and the FTC. The FTC 
notes that the settlement is part of 
the FTC’s ongoing efforts to make 
sure companies live up to the privacy 
promises they make to consumers, 
and is the largest penalty the agency 
has imposed for a violation of an FTC 
order. In addition to the civil penalty, 
the order also requires Google to 
disable all the tracking cookies it had 
said it would not place on consumers’ 
computers.27  

As companies discover new ways to 
use and commercialize the data they 
collect, they must have the technical 
capabilities and policies to track the 
source of the data they collect and 
ensure that their new uses of that data 
are within the scope of the disclosures 
made when the data was collected. 

Collection and Storage of Big Data 
Heighten the Risk and Magnitude of 
Security Breaches 
The practice described in the section 
above of collecting and retaining Big 
Data for uses that may be determined 
in the future also conflicts with one 
of the fundamental principles of 
the “privacy by design” guidelines 
published by the FTC and others—
data minimization. The idea of data 
minimization is that companies 
should use personal data only for the 
purposes for which it was collected, 
and then promptly destroy it in 
order to minimize the impact of a 
potential data breach. In addition 
to FTC guidelines, this concept is 
reflected in many sectoral and private 
regulations. For example, merchants 
are prohibited by payment network 
rules from storing card identification 
numbers and similar data obtained 
from credit cardholders in order 
to reduce credit and fraud losses 
following a data breach; the EU 
Data Protection Directive requires 
destruction of data after the specific 
purpose for which it was collected is 
achieved. 

Collecting more data than is needed 
may result in increased costs to notify 
individuals of data breaches, exposure 
to lawsuits from individuals affected 
by the breach, loss of reputation or 
goodwill, credit and fraud losses if 
credit card data was implicated, and 
possibly enforcement actions from the 
FTC or other government authorities 
with jurisdiction over the matter. For 
example, the FTC recently brought 
a claim against Wyndham Hotels 
alleging that Wyndham failed to use 
adequate security measures to protect 
the customer data it collected.28 
Wyndham is defending itself by 
arguing (among other things) that the 
FTC does not have the authority to 

bring this type of action. The ability 
of the FTC to bring these types of 
claims in the future may be solidified 
or significantly reduced depending on 
how this case is decided. 

In some cases, the potential benefits 
of collecting and storing Big Data 
indefinitely will outweigh the 
associated risks. Companies that make 
this determination, however, should 
consider whether there are additional 
things they can do to reduce the risk. 
For example: 

• Ensure that the company 
understands the type of data 
being collected. As companies 
widen their data collection nets, 
they increase the likelihood of 
inadvertently collecting sensitive 
financial, health, and other data 
that may subject them to new 
regulations and increased liability. 
Many companies discover that they 
are storing personally identifiable 
information only after a data 
breach occurs and it’s too late to 
limit their exposure.

• Design or modify systems to 
include reasonable safeguards 
and controls to protect the data 
collected. For example, “toxic 
data” (e.g., personal information, 
credit card data) should be 
segregated from other less 
sensitive data and subject to more 
stringent access and retention 
policies. According to the FTC, the 
safeguards and controls should 
correlate to the sensitivity of the 
information collected, the amount 
of information collected, threats 
attendant to a particular network 
structure, the evolving field of 
commonly targeted vulnerabilities, 
and many other factors.29  In 
the case of Wyndham the FTC 
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alleged that Wyndham failed to 
meet this standard in numerous 
ways: failing to limit access among 
different computer networks 
through the use of readily available 
measures, such as firewalls; failing 
to configure software properly to 
prevent the storage of payment 
card information in clear text; 
failing to ensure the Wyndham-
branded hotels had adequate 
information security policies in 
place prior to allowing them to 
access Wyndham’s computer 
network; failing to require servers 
attached to its networks to 
have the latest security patches 
from manufacturers; failing to 
change commonly known default 
passwords within its network; 
failing to follow best practices 
for password complexity; failing 
to inventory the computers on 
its network in order to permit 
Wyndham to identify the origin of 
intrusion efforts; failing to employ 
reasonable measures to detect 
and prevent unauthorized access; 
failing to follow proper procedures 
to prevent repeated intrusions; and 
failing to restrict third-party access 
to its network.30 

• Understand the extent to which 
existing insurance policies 
cover data security breaches and 
consider whether it makes sense to 
supplement them with additional 
cyber-insurance.

De-Identifying Data May Not Be 
Sufficient 
Advertisers, researchers, and users 
of data in many other industries 
have long argued that aggregating 
or de-identifying personal data 
can render it anonymous and thus 
allow unrestricted use without 
compromising individual data 

subject privacy. Until very recently, 
most regulators have accepted this 
argument as well in granting safe 
harbors or similar exceptions to 
data privacy regulations for data 
that has been anonymized. In the 
outsourcing and cloud-computing 
industry, customers have followed 
suit in routinely granting their service 
providers the right to use customer 
data so long as the service providers 
aggregate it with other data and 
remove personally identifiable data 
prior to disclosing it.

In recent years, computer scientists 
have demonstrated that anonymized 
data can be “re-identified” by linking 
anonymized records to outside 
information.31  For example, with an 
individual’s zip code, birth date, and 
gender, researchers can identify the 
person with certainty 87.1 percent 
of the time (based on 1990 census 
data). More recently, researchers 
have been able to identify individuals 
using only the reviews they posted 
on Netflix combined with publicly 
available information.32  In each case, 
researchers found that seemingly 
anonymous data contained unique 
attributes and other clues that enabled 
them to re-identify it with individuals. 
Once a person has been identified, the 
effect is compounded as it becomes 
easier to associate more and more 
information with that person. 

The ease with which researchers 
can re-identify anonymized data 
has several implications in the 
outsourcing and cloud-based service 
industry. Among them: 

• Regulations generally define 
the “personal data” that they 
cover broadly as information that 
can be used to identify a person. 
With re-identification, seemingly 

innocuous information such as 
search queries and Netflix reviews 
could arguably fall within the 
definition of personal data and be 
subject to additional regulation. 

• Regulators are beginning to 
explicitly address new types of 
data (e.g., IP addresses, cookie 
identifiers).33  

• Re-identification also may lead to 
increased liability. For example, if 
personal information collected 
by a company is disclosed by the 
company’s service provider and 
later re-identified, the company 
may face claims from its end users 
and possibly fines from regulators; 
the service provider may face claims 
from the company for failing to 
adequately anonymize the data.

• If the “right to be forgotten” is 
implemented under the proposed 
General Data Protection Directive 
in Europe, customers that make 
personal data about individuals in 
Europe available to their service 
providers will need to ensure that 
they can direct their outsourcing 
and cloud-service service providers 
to “erase any links to, or copies 
or replications of that personal 
data.”34  Many service providers 
likely will lack the capability to 
do this with data that has been 
aggregated with other personal 
data. 

Actions Based on Some 
Data Correlations Could Be 
Unlawfully Discriminatory
It is easy to imagine scenarios in 
which practices taken based on 
Big Data analysis could fall afoul of 
anti-discrimination laws. Most, if 
not all, Big Data analysis involving 
consumers also involve “profiling” in 
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some form or another. Profiles based 
on age, race, sexual orientation, or 
other characteristics protected by 
anti-discrimination laws obviously 
are a problem, but what about profiles 
based on characteristics that are not 
directly subject to anti-discrimination 
laws, but which are disproportionately 
associated with protected classes? 
Examples could include profiles built 
on job applicants, existing employees, 
and loan applicants.

Anti-discrimination law supports 
claims based not only on intentional 
discrimination but also on 
discrimination arising from “disparate 
impact” which can be proved by 
statistical evidence that a protected 
class has been adversely impacted by 
a practice as compared to similarly 
situated persons or groups. Federal 
government agencies have been 
more aggressive in recent years 
when pursuing enforcement actions 
based on disparate impact. Big Data 
techniques could expose those who 
deal with consumers based on their 
Big Data analytics to claims that the 
decisions (e.g., differential pricing of 
financial services) have an unlawful 
discriminatory impact on a protected 
class. In addition, if a claim is litigated 
the effort associated with retrieving 
and analyzing the data in issue could 
add significant cost to the litigation.

Actions Based on Some Data 
Correlations Could Run Afoul of 
Employment Law
In the employment context, job 
candidates may be subject to a 
range of pre-employment screens 
including prior employment, personal 
references, criminal records, driving 
history, credit history, and other 
checks such as Facebook pages. Some 
employers also monitor existing 
employees including their online 

activities. Federal and State laws 
regulate the collection and use of such 
information. 

Automated screening systems that use 
Big Data techniques have emerged to 
help employers deal with very high 
numbers of job applications. HR 
service companies also run screens 
on behalf of employers, including 
consumer reports. If not carefully 
managed, employment related 
decisions based on information 
obtained from these systems could fall 
afoul of hiring and employment laws. 
For example:

• FCRA applies when an employer 
obtains a background check from 
a “consumer reporting agency”35  
regarding an applicant or employee 
when the information sought by 
the employer pertains to credit 
information or the individual 
character, general reputation, 
personal characteristics, or 
mode of living. Certain specific 
disclosures must be made and 
consent given by the applicant 
before an employer can undertake 
such a background check. Some 
states have similar laws with 
their own specific disclosure 
and consent requirements.36  
Data analytics companies that 
collect this sort of information 
could fall within the definition 
of a “consumer reporting agency” 
although they may not think of 
themselves as such.37  

• Federal law and certain state laws 
restrict information that can be 
included in a consumer report. For 
example, in California the report 
cannot include bankruptcies more 
than 10 years old38  or lawsuits, or 
judgments more than seven years 
old.39  

• The Federal Genetic Information 
Nondiscrimination Act of 200840  
(GINA) prohibits employers from 
using an individual’s genetic 
information when making 
employment decisions. 

• Various states prohibit employment 
decisions based on certain criminal 
histories.41  

• An automatic decision to deny 
employment based on a criminal 
conviction could result in a 
claim of race discrimination on 
the theory that such a rule has 
a disproportionate impact on 
certain protected groups and has a 
tenuous or insubstantial relation to 
job qualifications.42  In California 
credit checks may only be run on 
employees or applicants who hold 
or apply for certain job positions.43  
The job applicant must be notified 
of the nature and scope of the 
inquiries being made.44 

The examples are illustrative only; other 
states have similar laws. Employers 
must be aware of the laws applying to 
job candidates and employees in each 
jurisdiction in which they work.

Clearly, merely collecting information 
creates a potential liability risk, 
regardless of whether the employer 
takes the information into account 
in making an employment decision. 
Employers, therefore, should tailor 
their information collection efforts 
to the needs of each job classification 
to avoid collecting data that is not 
necessary for the employment decision 
and to comply with applicable law. 
The technique of collecting large 
quantities of data, as is commonly 
the case in Big Data projects, may 
put an employer at increased risk of 
legal claims.
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Analytics-as-a-Service, Cloud 
Technology and Outsourcing 
Complicate the Analysis of Big Data 
Options and Risks
 Increasingly, Big Data projects draw 
on multiple internal and external 
sources of data, analysis, and 
value. They rely on a patchwork of 
technologies and services that are 
sourced internally and from outside 
the enterprise. Analytics-as-a-service 
solutions have emerged ranging from 
specific data or transaction types 
to generic capabilities in enterprise 
platforms including SAP, Oracle, 
and Microsoft analytics. Moreover, 
external service providers who may 
not think of themselves as part of a 
Big Data solution may still generate 
or capture useful data as a byproduct 
of their core activities. These service-
based platforms complicate how a 
company mines its data and controls 
for the risks of its use. 

For example, a retailer may wish 
to analyze browsing and purchase 
data drawn from its internal systems, 
customer interactions managed 
by an outsourced call center, and 
demographic or geographic data 
drawn from independent Web sites 
and data sources. The results of the 
analysis may be visible to the external 
service providers. The retailer will 
need to look at each component of 
the value chain and assess its internal 
policies and contracts to make sure 
they do the following:

• Correctly acknowledge the source 
of data that is critical to the 
analysis. 

• Appropriately assign ownership 
of the resulting analytics and 
information. External service 
providers often will have a stake 
in the data analysis. If the service 

provider’s proprietary processes 
or data are used in the analysis, 
the provider may expect to own 
or have certain usage rights in the 
resulting analysis. The company 
should be wary of making itself 
dependent on critical data or 
analytics that it cannot obtain from 
any other source.

• Appropriately protect the 
company’s competitive advantage 
in that data. Is that advantage 
protectable under copyright law, 
by patenting, or must it be kept 
secret? The company should 
address rights to use and further 
analyze data for other purposes; 
and to use and exploit new data 
modeling inventions and insights.

• Do not infringe external data 
suppliers’ limits on use. It is not 
unusual for data providers to 
specify limits, particularly on the 
repackaging or resale of their data.

• Do not use or disclose consumer 
data in a way that conflicts with 
the company’s published data use 
policies and data subject consents, 
where applicable.

Niche analytics-as-a-service 
providers offer relatively fast 
and cheap implementations with 
minimal up-front investments of 
time or effort. These solutions can 
be ideal for companies that pursue 
an R&D strategy of “fail often, fail 
fast.” However, niche providers 
might not be able to integrate with 
more complex solutions, and this 
could impede later efforts to share 
and exploit data in new ways. The 
company should evaluate the 
adaptability of these external analytics 
and data sources.

Another issue to be aware of is that 
company information held by an 
external service provider may be at 
higher risk of compelled disclosure 
in criminal investigations than if 
the information were stored in the 
company’s internal systems.45  If 
presented with a subpoena or court 
order to produce records stored 
electronically for a client, the service 
provider may lack the knowledge 
and motivation to push back against 
over-broad demands. Importantly, the 
data owner may not be informed of 
the subpoena or order until it is too 
late.46  

Conclusion
Over the past decade there has been 
exponential growth in the quantity 
and types of data created. According 
to IBM, 90 percent of all the data in 
the world has been generated over 
the last two years alone, and we have 
every reason to expect this trend to 
continue. Individuals will generate 
more and more data through mobile 
devices, cloud-based services, social 
media platforms, and other new 
technologies, and companies will 
continue to collect and find new 
productive ways to use it. While 
this increased collection and use of 
data has the potential to bring new 
efficiencies and value to society, it also 
presents challenges for lawmakers 
and regulators as they seek to balance 
the rights of individuals, businesses, 
and researchers. 
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With the General Data Protection 
Regulation, the European Union 
is attempting to address many of 
the data privacy and consumer 
protection concerns raised by 
Big Data through comprehensive 
legislation that will apply across all 

member states. In the United States, 
at least for the foreseeable future, Big 
Data will continue to be regulated 
through a patchwork of State and 
Federal regulations that lawmakers 
and regulators will continue to 
supplement and interpret to address 

concerns in specific sectors and 
geographies. 

Lawyers who advise Big Data 
users will need to monitor these 
trends closely.
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